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ABSTRACT

The Viterbi decoding algorithm yields minimum probability of
error when applied to a memoryless channel provided that all input sequences
are equally likely. In this report, the algorithm was generalized for
application to channels with finite memory and it was shown that the
generalized algorithm is also maximum~-likelihood decoding. It was also
shown that the generalized Viterbi algorithm on a simple memory channel

performs better than the original Viterbi algorithm with the same decoding
complexity.

The M-state Markov model was reviewed in this report. The
process of identifying the parameters of the M-state model from the
coefficients Ay and A (n +1) ©of the gap model was determined to be
more complicated than wag Aticipated° As an alternative, the simple
partitioned Markov model was examined to determine the effect of the
second order statistics, namely the interdependence of the gaps, on the
error burst distribution., An alternative definition of the burst was
adopted to speed up this investigation. The difference or similarity
between these two definitions will be determined.
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SECTION 1

SUMMARY

The Viterbi decoding algorithm yields minimum probability of
error when applied to a memoryless channel provided that all input sequences
are equally likely. In this report, the algorithm was generalized for applica-
tion to channels with finite memory and it was shown that the generalized
algorithm is also maximum-~likelihood decoding. It was also shown that the
generalized Viterbi algorithm on a simple memory channel performs better
than the original Viterbi algorithm with the same decoding complexity.

The M-state Markov model was reviewed in this report. The
process of identifying the parameters of the M-state model from the
coefficients A, and Ai(“ Wy ) of the gap model was determined to be
more complicat&d than wag aAticipated. As an alternative, the simple
partitioned Markov model was examined to determine the effect of the
second order statistics, namely the interdependence of the gaps, on the
error burst distribution. An alternative definition of the burst was
adopted to speed up this investigation. The difference or similarity
between these two definitions will be determined.
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SECTION 2
VITERBI DECODING ALGORITHM

2.1, INTRODUCTION

In 1955 Elias [1] introduced a new class of codes, called con-
volutional codes (sometimes called recurrent codes), which has become an
important alternative to the block coding scheme. Unlike the block coding
scheme which divides a string of information digits into blocks of k digits
each and encodes these blocks into blocks of codewords of n digits each,
the convolutional coding scheme takes a string of information digits of
arbitrary length (can be semi-infinite) and encodes it into a single string
of coded digits. More on the structure of the convolutional code will be
discussed in the next section,

On a memoryless channel, there are three different procedures
for decoding convolutional codes, viz. threshold decoding, sequential
decoding, and Viterbi (maximum-likelihood) decoding. Sequential decoding
was first introduced in 1957 by Wezencraft [2]. It can be applied to any
convolutional code, however the complexity of its decoding computations
is not fixed and can result in long delays in decoding. Threshold decoding
was introduced by Massey [3] in 1963. It is a sub-optimum decoding procedure
and its applicability is dependent on the individual code. In 1967, making
uge of the fact that an information digit can affect the coded digits in
ocly a finite number of subsequent time periods, Viterbi proposed a new
deccding algovithm [4) for decoding any convolutional code in the presence .
of noise due to a memoryless chamnel. His algorithm is a welcome alterna~
tive to the threshold decoding and sequential decoding algorithms. Unlike
sequential decoding, the computational complexity for decoding a digit in
the Viterbi algorithm is fixed, Furthermore it was proved later [5} that
the Viterbi algorithm is actually a maxdimum likelihiood decoding procedure.
Practical decoders based on the Viterbi algorithw have actually been built
and tested {6,7).

The Viterbi algorithm is a powerful procedure for decoding any
convolutional code on a memoryless channel.  For such channels the decoding
procedure yields the minimum probability of crror provided all input
sequencaes are cqually likely and is therefore optimum in this sense,
Unfortunately, except for the space channel, wost of the real channels
on earth are not memoryless chaniels. They generally exhiibit a certatn
degroe of wemory in their noilse distributions and the errors tend to
cluster togethor in bursts. Thus, for such real channels, it would be
inappropraite to use tha Viterbi algorichm which is designed for wemery-
less channels only. Using the algorithm in its present form would result
in sub-optimuts performance. In order to achieve optimum performance, the
Viterbi maximum-likelihood decoding algorithm for the memoryless channel
tust be modified or generalized so that it will still be a maximum<likeli-
hood “decoding algorithm when used on such channels with wmemory.




2.2, PRELIMINARIES

The necessary basic understanding of convolutional codes will be
presented in this section. For further detail refer to [8]. For ease of
discussion, binary convolutional codes of rate 1/n will be considered here.
Generalization to nonbinary codes and any other rate is straightforward. A
rate 1/n convolutional code encoder i1s a linear finite-state machine
consisting of a (k-1)-stage shift register and n modulo-2 adders which
give the coded output, where K°n is the constraint length of the code. An
example with K=3 and n=2 is shown in Fig. 1.

110--;t

Commuter

111000--- o\’

Code Sequence \F/

101 ceun
Dota Sequence

§ _ | - ’ ' ' Fig. 1. A rate k encoder

During encoding the input data is shifted into the register one
bir at a tiwe, causing the encoder to instantaneously produce n encoded
digits. This procedure continues until L data symbols are fed into the
shift reglster. The result is a code with a tree structurc having L
branching levels. Each branch contains n encoded digits. An example of
the tree structurc with L=4 is given in Pig. 2 for the encoder of Fig. 1.
Branching upwards corresponds to an input of 0 while branching dowanwards
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ot La symbols, Let X

Coagrere of the encoder each a, can effect only X

corresponds to an input of 1.

From Fig. 1 we can observe an important property of convolutional
codes; that an input digit can affect the output digits in at most K time
periods. This can also be seen from the fact that the convolutional encoder
is a finite<state machine and the code can hence be zepresented by a state-
diagram of 2K-1 gtates, the states being the contents of the (K-1)-stage
shift register, The state diagram for the encoder of Fig. i is given in
Fig. 3.

2.3. GENERALIZED VITERBI DECODING ALGORITHM

In this section the Viterbi decoding algorithm fur the memoryless
channel will be 're-invented" using an approach different from that used by
Viterbi. Viterbi derived his algorithm [4) in an intuirive manner by '
obgerving the structure of the convolutional codes, and then proved that
his slgorithm was actually a maximum=likelihood decoding algorithm [5].
Here we shall start with the mathematical expression for maximum-likelihood
decoding and then derive from it the machematical formulation of the Viterbi
algorithm. Since we start with the maximum-likelihood decoding and arrive
at the Viterbi decoding algovithm, it is clear that the Viterbi decoding
algorithm is a wmaximum-likelihood decoding algorithm. Using precisely the
same approach we will then darive a pgeneralized formulation of the Viterbi
algerithm so that {t can handle channels with finite memory. A channel
is said to be of finite memory if its probability of a bit iwn error is

~dependent on a finite number of previous bits. In particular a channel

is said to havo wemory m 1if
I ’ .
Peleyie, 1o, aoeve) ® pr(ét'°i-1°1-2“'ei ) (1)

Let a,a,...a, be the input data sequence to a (K=1)-stuage shife
Fegister éncoécé with 1 outputs. The encoded sequence will then be a string
(R 1% 90-2%, ) bo the pesymbol output of the eacoder
when a, is fed iato tﬁe eﬂco&erf and Y@c,Y €Y. ,¥,0s¥, ) be the corres-
ponding receivad n-symbol codew_.d. Thavaérors %&déﬁ by éﬂe channel form
E = (e, eiga..ei“) - (y11 VTR FPE LIVTEIRS M xin)’ Because of the

il v 3
i 171417 TR :
Given a recelved sequence Y, Y,...Y, , muximim-1ikeltihood decoding

wouid have to determine the data sequence 88,0003y for wiich the likeli-
tisod funiction P(Yina..Yl|ala2..,a‘) fs the g%eatest among all possible

data scquences. la other words, the following opetration wust be performed:
"T‘lf‘“n "(Yl""x.l“l""‘t’ ' (2)

since knowing 8,+++3 18 equivalent to knowing Xpree X (2) is er-ivalant
to '
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Max  P(E;...E) (3)
alOOOaL
where E, = Y, + X,, i.e., determining the most likely error pattern for

i i i’
tlie channel being used. Using the identity

P(AB) = P(A)P(B|A) (4)

(2) can be written as

Max
ala . oaL P(qu . ‘YKlalo . oaL)P(YK+lIal- . eaL,Ylv . OYK)P(YK+2'810 Ooa-L,Ylo . .YK"‘].) L

POV, _glajerear, Y o0y IRCY fayevia, Yy Yy ) (5)

Let us first consider a memoryless channel. For such a channel
the probability of recelving Y, depends only on the Xi that was sent, which
in turn is a function of only ai-k+l°'°ai’ il.e.,

P(Y,layeeeag, YY) = B lay 0 eeeay) (6)

Substituting (6) into (5) we can rewrite (5) as:

aMax . {CIRPR SATVRRRE W) 1¢ APY EFORRL VNP RTR: J¢ S L NEEIP Ny
lOODL

P(YLIa (7)

Lk+1° L)
In (7) we note .the fact that the second and higher terms are independent
of a,, and the third and higher terms are independent of 8y, etc, We
can tegroup (7) into the foim:

aMaX . P(YL'aL"‘K"'l".,aL) ta?i;é P(YL_l]aL'KoooaL_l){ «re
. I‘»"_K'V""l:l).n L 4
s {
000: {M%}ZC P(YK+1*82°°'8K+1) 14 Mg}l{ P(Yl...YK‘al...aK)}}..n}} (8)

In (8) each maximization procedure is over a single variable except
the first one, which is over K-l variables a, _ +1° 08 If during encoding
~ we agree to add K-1 zeros to the end of the Ha§a sequence a,...a,, (K-1)n
more digits will be transmiited and received, namely xL+1"‘xL+K-1 and

Yie1¢ T 4g-y respectively, This additional sequence does not contain any

new information but will Le seen shortly to be very helpful in simplifying
the decoding procedure. The maximum-likelihood decoding procedure of (2)
would now be

Tt e - SR A e St A Mt SRS T R A gt aete AT o M RN A B A e T R R R AN 0 SR A DA PRI LR S e P (S SEFHRINATS TR AT e T s v e e
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Max P(Y,Y)0 0¥y e ilay e 0,00 9)

81...8L Kol

The K-1 zeros in (9) may be omitted since they are known quantities,

Following the same procedure as before, an expression similar to (8)

can be derived from (9) except that YL is now replaced by YL...Y

-1?
i.e., L+K-1

Max  P(Y ...Y, . |a o ... ){ Max P(Y. _.|a,_,...a (...
R A L R SR AR il 25 K 75 Sy A5 1

I
...{agax P(YK+1‘a2...aK+l){aTax P(Yl...‘z’k

Using (4) and (6) P(YL...Y
K terms:

aj...a) o}l (10)

L+K-llaL—K+1"'aL) can again be broken up into

PO e Yoyl apagagooy) = PO oy oo PC oy ppeveap) e

IR 8 PP CMIRT ) ¢ RN T (11)

Noting once again that the second and higher terms of (1l) are independent

of 2 _k+1® €tc., the maximization process over a8 g0y, In (10) can
once again be broken into K maximizations each over a single variable:

Q1 Pl Ja)( e PO gpl a2t o
L -

cool Max  P(Y |ay o ie.00){ Max P(Y, ] Y-S X G
R Al 28 85 A A v X L X i Bt

...(agax P(YK+1|32"'aK+L){aT°x P(Yl...YKIal...aK)}}...} (12)

Equation 12 is the mathematical expression of a maximum-likelihood
decoding procedure for the convolutional code over a memoryless channel. Not
too surprising.y it is the same as the Viterbi decoding algorithm. The
dacoding procedure as represented by (12) may be interpreted in the folleowing

way:
~Step 1: Compute the likelihood functions P(Y, .0 ¥y iay) for all
2" possible paths yeeelps For each of the 2K-1 paths dyeoedy choose

that al' which gives the greatest likelihood function and call it the
survivor A, (a,...a.) = a,'.
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Step 2: Compute the likelihood functions P(YK+l|a2...aK+l) and

multiply by their corresponding previous likelihood functions

P(Y ...YK[ l(a ceea )a ...aK) to form the new likelihood function

P(Y ...YKﬂlA (a ...aK)a veolpyq) for all 2X possible paths
Bye ey For each path a 300 8 choose that a2 which gives

the greatest likelihood funvtion and call the sequence A (a2 3...ax)a
the survivor A (a "'aK+1)

Step 3 -- Step L~K+l: Proceed in a similar mauner as in StepKZ.
In particular at the i-th step. 3 <1< L-K+1, compute the 2
likelihood functions P(Y1+K-l|a "'ai+K 1) and multiply by their
corresponding previous likelihood functions P(Yl"' i+K-°|

98y evedyy o) to form the new likelihood functiom

Ai—l(a TELIITS |
'.Qa

PO Y ke 1IA itk-27 74 {+K-
3 Y t
paths dyssediipye For each path CYREREL P | choose that ay

which gives the greatest likelihood function and call the sequence
_l(ai 841008 ¢ 9)8; the survivor A PLCTERTL T P

Step L-K+2 -~ Step L-1: Proceed in a similar manner as before,
except that the length of the path is shortened by one at the
end of each steg In particular at the i-th step, L-K+2 < i < L-1,
compute the 2 L+l-1 14{kelihood functions for all possible paths

P & )
STERRL D For each path 8441008 choose that a, which gives

the 5réatest likelihood function, and call the sequence
q !
i l(a ...nL)a1 the survivor Ai(ai+l"'aL)'

l(a 1 ) a 1) for all possible

Step L: Compute the 2 likelihood functions for a = 0 and a, = 1.

Choose that a, ' which gives the groater likelihood function. The
survivor sequcnce h faL )a ' ig the maximum-likalihood decoded
sequenca.

From the above procedure it can be seen that at each step of the
decoding, except the final K-1 steps, maximization has to be done for 2K-1
different paths, Since there are also 2K=1 gtates in the state-diagraom of
the code, the stuce-diagram can be used as a system diagram for the decoding
algorithm, At the cnd of esch Jdecoding step each state (path) remembers
its survivor and corresponding likelihood function. During the next decodin5
period all the possible state transitions are made and the corresponding new
likelihood funetions computed. Then at each state the new likelihood
functlons are compared and the new survivor is chosen, and the system is
ready for another decoding period, During the final K-l steps the saume
thing happens, only that now a decceasing numbar of gtstes would be xnvolved
and an incrassing nunber of states would become idle.

10




We have seen so far that the Viterbi decoding algorithm for the
mnemoryless chaunel can be directly derived from the general maximum-likeli-
hood decoding formulation (2) by making use of properties (6) of the
memoryless channel, Using precisely the same approach, we shall now show
that the Viterbi decoding algorithm can easily be generalized to handle
channels with finite memory.

Let us consider a channel with finite memory m. Let J be the
smallest integer greater than or equal to m/n. For such a channel, the
probability of receiving the initial sequence Y ...YJ will not only depend

on 8yee0dy,y but also on the error state e_m+1...e_leo of the channel before

the first digit y 1 1s recelved. If we agree to transmit m zeros just
before we traLsmi% the first coded digit x,,, the received digits corres-

por- .ing co these m zeros would tell us the error state e_n+1' 'S of the

channel, Then the maximum-likelihood decoding formulation of (2) can be
slightly modified to

ﬂ;‘f?'«f.al‘ P(Y.‘oc‘?LlalQoqaL, e_m+lco-eo) (15)

“Furthermore if duriug encoding, we agree to add K+J~)l zeros t~ the end
~of the data sequenca Rysesdyy (K+J-1)n more digits will be trapsmitted

vkrd=1 3 YooY e

Juat as in the memorylass chennel case, this additional sequence does
not contain any new i~facmation but will also be seen to simplify the
decoding procadure. The weximum-'ikelihood decoding procedure of {15)

and received, namely XL+1"' respectively.

-would now be

Ma, P(Yl,..Y

ayeedp e RILITRLE °~m+1'f°ao)- -8

Applying identity (4) to (16) as befor», (16) can be written as
Max P(Yl;..
fi&l-.-f:(_l‘ '

N e_w"lts Qﬁo) .o 'P(YL*‘( +J-2‘81. L4 .%'Yl.' ‘YL+K+J‘“3‘Q“‘N’.'1. Olﬁ(}}

Yeeglagee ey gy oo og) Plgypqlagereap sy Yoy

P( CIOY

aierde |90 90 Y1 Vg ey 4) n

For the channel with memnr)y m, the probability nf receiving Y,, 1 > J,
will depend not only on X,, which gives the error pattern E, = Y, + xi,

. A e : ) TR |
.uut also on thevprevious error sequence &y j...B , = (Ki_J...Yi_I) +
(Ry_geeeRy ). The sequence X, ....X, as a whole is a function of a, , ...

...ai. Thus foy this channel

11
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P(Yilal"’aL’Yl"'Yi-l’e—m+l‘"eo) = P(Yilai-J-K+1'°'ai’Yi—J‘"Yi—l) (18)

The likelihood function on the right-hand side of {18) is easy to compute
since

P(Yila ST SRR

i-J=K+1 1*74-J i-l)

= P(Y;‘_lxi‘J".xi’Yi-J‘..Yi'l)

= P(Yi + Xil (Yi"‘\]...Yi"l) + (xi_Jo.cxi_l))

= P(EilEi_J.ooEi_l)c (19)

which can be computed from the channel model parameters. Substituting
(18) into (17) we can rewrite (17) as

i T e R IR L T s PO L s S
It P AP g o, T o AR AT e it g L i et [P AN

ahld?)‘('aL P(Yl' . ‘YK"'Jlal. . .aK"'J’e"m"'l. . .eO)P(YK+J+1|az. * oaK+J+leK+lo . .YK+J)
TR SO IPY LARL RS AFOURTTTS SRR LI C I L
k-1 Y2 (20)

Once again we note the fact that the second and higher terms of (20) are
independent of a, and the third and higher terms are independent of a,,
etc., we can reg%oup (20) into the form:

a:““ P(YL+x+u-1|“L'YL+K~1"fYL+x+J-2){a§f§ PO -2l BB
B L P R LI, S LSRR Tl
(aitax P(Yl...YK_'_JInl..V-RK_‘,J,e_Mln.eo)}}n.}.) : (21)

Equation (21) is the mathematical expression of a maximum-likeli-
hood decoding procedure for the convolutional code over a channel with finite
memory m., We shall call it the generalized Viterbi decoding algorithm. The
decoding procedure as represented by (21) may be interpreted in the following
way: ' 7 » _

Step 1: Compute the likelihood functions P(Y,...¥., .18, . .8, s

RSN
e-m+1"'e0) for all 2 possible paths 8ol e For each of

12




K+J=-1 . '
the 2 paths a, K] choose that ay which gives the

greatest likelihood function and call it the survivor
2 =g '
Al(az..'ol(“'\]) al .
Step 2: Compute the likelihood function P(YK+J+1‘82"’3K+J+1’
YK+1"'YK*J) and multiply by their corresponding previous likeli-

hood functions P(Y,...Y, ;|4 (ay.cap, Dayjuciay, e 1i0eieg) to
form the new likelihood function P(Yl"'YKﬁJ+1|A1(32"’3K+J)32"'

aK+J+1’e-m+1"°e0) for all 2K*J possible paths SIEL R ML
For each path 8qece8pirny choose that az' which gives the greatest

¥ ]
likelihood function and call the sequence A,(a,'a;...a, /)a,' the
survivor Az(a3"‘aK+J+l)'

Step 3 -~ Step L-K~J+1: Proceed in a similar manner as in
Step é. In particular at the i-th steT, 3 < 1 < L-K-J+1, compute
the 2% likelihood functions P(Y, .. . . CIERRL IR EL PP RRD

Y1+K+J-2) and multiply by the corresponding previous likelihood
-!O.c

Functions PCYyeee¥y s oAy 10agee 8y piop)8y e 8y pygag2einay e Qo)
to form the new likelihood function P(Yy...Y, .. . 1A, ((8jcccai s o)

ve s 8

ai‘"81+K+J-1‘e-m+1"’e0) for all possible paths LEEEL IR AT For

\ _ _ ,
each path 8, 11° * S ag el choose that a, which gives the greatest

. ~ ] (]
likelihood function ané call the sequence Ai-l(‘i ‘141""£+K+J-2)ai
the survivor Ai(a£+1"'ai+x+d-1)‘

Step L-K-J+2 -» Step L-1: Proceed in a similar manner as before,
except that the length of the path is shortened by one at the end
of cach step. In particular, at the i-th step, L-K~J+24i:lL-1, com«

pute the 21‘*'1°1 likelihood functions for all possible pathe a ool

" 1 []
For each path a 141000, choose that a, which gives the groatest

likelihood function, and call the sequence Ai_l(ai!...qL)ai' the
survivor Ai(°1+1“"L)‘

'Sten L: Compute the 2 likelihood function for & " 0 and =],
Choose that a ' which gives the greatest likelihood functiorn., The
survivor sequénce AL_l(aL')aL‘ is the maximum-likelihood decoded
sequence,

From the above it can easily be seen that the decoding procedure as
represented (21) is indeed a generalized Viterbi decoding algorithm since it
contains the Viterbi algorithm as a special case when the memory of the channel
m i8s cqual to zero. For the chammel with wemory, it is scen that at each step
of the decoding, except the final K+J-1 steps, maximization has to be dons for
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ZK‘”'1 different paths. Since there are only 2K'1 states in the state~diagram
of the code, the state-diagram cannot be used as a system diagram for the decoding
algorithm as in the memoryless channel case, However for any 2K-1.gtates state-
diagram it is possible for ome to expand it into a 2KtJ-1_ gtates state-diagram,
The easiest way to see this is to look at the encoder, One can add J stages of
dummy shift register to the original K-1 stages of shift register in the encoder
and then consider it as a K+J-1 states finite-state machine., This 'new" encoder
can thus now be represented by a state-diagram with 2%7~"* states. An example
of such a procedure for the encoder of Fig, 1 with J = 1 is as shown in Fig, 4.
The expanded state-diagram obtained by the procedure just described may now be
uged a8 a system diagram for the generalized Viterbi algorithm in exactly the
same manner as in the memoryless channel case. Thus the complexity of a
generalized Viterbi decoder with parameters K and J is about the same as that

of a Viterbi decoder for the memoryless channel with parameters K' = K+J,

2.4 EXAMPLE

As a very primitive example of comparing the performance of the
generalized Viterbi decoder with that of a Viterbi decoder for the memoryless
channel of the same complexity, let us use the code generated by the K = 3
encoder of Fig, 1 for the memoryleas Viterbi decoder and use the code generated
by the K = 2 encoder of Fig, 5 for the generalized Viterbi decoder. Assume
L = 3 in both cases. Furthermore let us choose a very simple channel model
representing a channel with finite mewmory m = 2, Such a model is couwpletely
specified by the following set of couditional probabilities:

P(1{00) = 1072

P(1|01) = 0.5 (22)
P(1{10) = 0.5
P(1|11) = 0.5

where a 1 indicates a channel error and a 0 indicates no error, Since
mwnw=?2, Jw]l for the generalized Viterbi decoder and the two decoders
have the same degree of complexity with ragard to hardware configuration and
numbet of atatea. _

Let us assume that the channel is error-free when the actual trane-
wigsion begins, i.e,, ¢ = 0. Since both of the codes are linear codes,
we can form a standard array }or each of the codes, For the K = 3 code, choose
the vector with the minimum weight in each coset as the coset leader. These
would be the correctable error patterns chosen by the memoryleas Viterbi
decoder, For'the K = 2 coda choose the vector with the higheat probability,
given e, = 0, in each coset as its coset lcader. These would be the
correctable aéror patterns chosen by the genetaliaed Viterbi decoder,

If no coding is used at all {n the channel, the probability of
error PB is

o

PE »w] - P(000000|00)

" 3
«“9,955 X10~
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; If the K = 3 code is used in conjunction with the memoryless Viterbi decoder,
) the probability of error PE is

- m

' m EeS

= 3.549 X107

where S is the set of all correctable error patterns, For the K = 2 code

¢ and the generalized Viterbi decoder, the probability of error PE
g

Thus the generalized Viterbi decoder slightly outperforms the memoryless channel

Viterbi decoder.

- 2.583 X10°°,

4B T T L

2,5, CONCLUDING REMARKS
In this report we have developed a generalized version of the Viterbi

: decoding algorithm., This generalized algorithm can be used to perform maximum-

v likelihood decoding on any channel with finite-memory and is thus an optimum

¢ decoding algorithm for such channels, It is pointed out that the complexity

g of a generaliged Viterbi decoder with parameters K and J is about the same as
that of a Viterbl decoder for the memoryless channel with parameter K' = K+J,
In a simple example we have seen that the generalized Viterbi algerithm indeed
outperforms the memoryless Viterbi algorithm when the complexities of the two
decoders are about the same. Although the same result has not yet been proved
to be true for all channels with finite memory and all possible codes, it shows
at the very least, that in certain cases the generalized Viterbi decoding
algorithm is superior to the memoryless Viterbi algorithm whun the complexity
of each decoder is kept the same., Furthermore, if it is the complexity of the
encoder rather than the decoder that is kept the same, then the generalized
Viterbi algorithm which performs maximum-likelihood decoding will definitely
be superior, Thus, in those systems where the cost of the encoder is the main
concern and the cost of the decoder is of little concern, the generalized
Viterbi aigorithm should definitely be used. Just one such example is when
there is a large number of sources (thus encoders) transmitting data to a

- data processing center which uses a general purpose computer as decoder and
thus the cost of implementing efther decoding algorithm is the same,

. e e, LA A ST PN Y Tyt £
e ey o e SRR R AT A v
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SECTION 3

e ¢RI T

MARKOV CHAIN MODEL

; . 3.1, A REVIEW OF THE M-STATE MARKOV MODEL
; o The M-state Markov model is described by the transition probability
: matrix P = {p } and a set of probabilities of error in each state h3 =1 - hj'
¢ MxM parnmeteéa are required to determine the model completely. t has been
: contemplated that a set of the coefficients A, and A (n,, ) of the unconditional
5 and conditional gap distributions can be used to identi} 1 ése parameters.
¥ However, a close examination revealed that the process of identification is

congiderably more complicated than it has been anticipated.

§ The elements of the matrix D are defined 1] by
= p,h 1
. Dij Pyyhy (1)
; D can be diagonalized as follows:
| D=GgG (2)
% where g 18 a dlagonal matrix whose elements g, are the eigenvalues of the
: matrix D. G is a non-singular matrix whose columns are eignevectors cor~
: responding to @,. Since the eigenvectors are unique up to a scalar, they
can be chosen siuch that the gum of the columna of G is equal to unity, i,e.
B ) iy =1, §=1,2,,.,,M : (3)
P ) . It has been shown [2] that
KO N o o ' Mo o
P(m) = £ Aq - (%)
{ i1 » _
, : {=] , :
M " ' :
P(m/n) » ¢ Ai(n)a1 - - (5
- imi .
! , and - , : :
§ o - N ' @ :
| Py snseg) = ELGpege @
3;'§ . 1t has also been showm [3] that
; P = x0% B
% .
19




np'p®
T.a T_n4] (8)
xD'e -xD &

1%
(]

o

(1]

P(m/n) =

o
H

and

¢}

i+l '
t xo'po%
nen

]

n n,, ,+l
§_TD jg - 5TD 4l e

9

P(m/nj ses uj"'l) -

Consider the case of M » 3, by definition

P ()= }_TDmg_ - lt_TGgmG"lg

. (D (Dg D)
St S fu

= (%%

G

-1, (=, (-1
21 S22 C23

(-Lg '(—1)63 -1)

i 32 3

T o o (<D (-1) ;o =D B e

D, D e Dy ey a®
00y T ¥ Gy T H Gyt NGy ¥ 0y ¥ *1032) % (10)

-1, ¢

; G, o Dy m
+(Gy AR N LTI LT e ot

now
pehy ' pshy'
in - 3 . - pe - (11)
' L ph,’ :
=1 11

where p, 1is the stationary probability of i-th state. The p, satisiy the
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following relations:

1 11P12P13 1
Py A ParP2eP2s || P2 (12
31P32P33 P3
and
Pytp,tpy=l (13)

The stationary probabilities py can be exp:essed in terms of the transition
probabilities p1J as follows: ™~

A\
(1°P2q) (1-P33) + Py3Pyy
(1 Pgp) (1-P35) + pyqpsy + Byy(1-pyq) + "23"31 + "31(1"’22) + P3Py

(14)

Py} y3) * PPy s
(1-911)(1 Psy) + 913931 + "12(1"93~) + pygPay ¥ Pyy(l- pn) + 931PL ~

) | (1-py ) Clmpyy) + pyobyy
.3 | (1 pl].)(l Pzz) + pm921 + 913(1’914) + pupza + pz;(l"pll) + P21913

(16)

The probability transition wmatrix P can ba expteuaed in terms of
D and in turn, expressed in terms of G and G-l

.}.- " ~1’ ..1.'.
PebpeGaeT i
or é:pltcitly '

’ -, (-1, (-1 1
P11P12P1 3 ° 0 S TG Oy T\ /a0
- » -, (-1, D 1
P21P22P23 0oy 0 17 2 Gs T O by,
P31P32Ps 0 0a/ \oy e, Ve W o o L
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Carrying out the matrix multiplication, the result is

= 1 (-1) (-1 (~1)
P13 " by (01Gy3Gyy7 7+ 08y90yy 77 ¥ 03644657 )

(17)

]

1 3 (-1)
— X G,
Bl AR

Substituting (17) into (14), (15), and (16), into (11); and into (10), it
is not difficult to realize that the magnitude of complexity 1s enormous.

3.2, AN ALTERNATIVE APPROACH

The complexity in identifying the parameters of the general Markov
model stems from the fact that there are too many parameters to be determined.
Some of t).» parameters could be specified beforehand as 0 or 1 to reduce the
complexity. Several simpler models were discussed in both Quarterly Reports
No. 2 and No. 4. Amoag them the simple partitioned Markov chain model has been
extensively studied [4],[51,[6]). This model is completely determined by 2(M-1)
parameters instead of Mé parameters for the general Markov medel, and these
2(M-1) parameters can be uniquely derived from the unconditional gap distribu-
tion which is, sometime, referred to as error free run distributiom.

The general Markov model, were it possible to be derived from the
unconditional and conditional gap distributions, would yield the same uncondi-
tional gap distribution as the simnle partitioned Markov chain model. It would
also yileld the conditional gap disc.ributions while the simple partitioned
Markcv model will not exhibit the interdependence between the gaps because
it has only .a single error state.

Investigation of the effect of these second order statistics,
namely, the interdependence on the error burst dictribution is undar way.
A computer program has been written to generate error sequences from the
probability transition matvix characterizing the simple partitioned Markov
model., Burst distributions are calculated from three sources: the original
error sequence, the error sequence geaerated from the gap model and the error
sequence generated from the simple Markov model. Some preliminary results
have been obtained and are presently under study.

3.3, ERROR BURST

In Quarterly Report No. 4, the error burst is defined [7) as a
sequence of bits starting and ending with an crror and separated from
neighboring bursts by at least K error free bits, where K is a parameter.
A second deiinition [6] is instrumental in evaluating some error correcting
codes. It defines the e:r .or burst with error deasity Ao as follows:

(1) A burst begins with an error and ends with an error;

22
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(2) The ratio of the number of errors to the total number of

bits of a burst is larger than or equal to the specified
density Aoj

(3) 1If successive inclusion of the next error keeps the error

density above 40, the burst continues; otherwise the burst
ends;

(4) A burst cannot begin with an error belonging to the previous
burst;

(5) A single error is defined to be a single-error burst with
burst length of one digit.

A computer program has been written to cowpute the burst distribu-
tion from the error sequence using the second definition. Some preliminary

result on the burst distribution from the original error data is shown in
the follwmwing figure.

The two different definitions do not cause appreciable change in
the burst stetistics. This can be seen by the following reasoning. The
first definition does not allow a long string of "o" in the burst while
the second definttion does. However, the probability of these bursts is.

small because a long string sf "o" inside the burst ‘must be preceded by
denae errors.
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